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ABSTRACT 

With the Industry 4.0 (I4.0) beginning, the world is 

witnessing an important technological development. 

The success of I4.0 is linked to the implementation of 

enabling technologies, including Machine Learning, 

which focuses on the machines’ ability to receive a 

series of data and learn on their own. The present 

research aims to systematically analyze the existing 

literature on the subject in various aspects, including 

publication year, authors, scientific sector, country, 

institution and keywords. Understanding and analyzing 

the existing literature on Machine Learning applied to 

predictive maintenance is preparatory to recommend 

policy on the subject. 

Keywords: machine learning, predictive maintenance, 

literature review, industry 4.0 

1. INTRODUCTION

With Industry 4.0, companies can exploit Artificial 

Intelligence applied as predictive analysis, to monitor 

the production process and have a more in-depth view 

of their activity in real time. The machines and 

components connected to the Internet of Things system 

send information any time, then they are historicized 

and analyzed with algorithms (Petrillo et al., 2019). The 

latter work on Machine Learning logics to predict 

system failures in advance and estimate the residual life 

of the machines. This means there is no longer the 

dilemma between waiting for the machine downtime or 

replacing the components ahead of time. 

The challenge of proper scheduling grows with the 

complexity of machines. In this context, predictive can 

help to detect the anomalies and failure patterns and 

provide early warnings (Mobley 2002). It is based on 

the possibility of recognizing a progression anomaly 

through the notice and interpretation of weak signals 

that define a future failure. Therefore, it is not just 

talking about data generated by the interactions between 

machines and operators or by M2M (Machine to 

Machine) connection systems, but to process them with 

Analytics solutions.  

The existence of a system that collects all the data 

coming from multiple sources allows to identify 

recursive patterns, that define the probability with 

which an event can happen in the future and to learn 

automatically from the feedback of the activities carried 

out. Thus, Machine Learning (ML) models are enabled 

to activate Predictive Maintenance (PdM). 

With I4.0 and the consequent increase in data 

availability, the cases in which the ML is implemented 

for the PdM increased.  

Given considerable importance of the subject, the 

present research will carry out a bibliographic survey 

that highlights the most important texts with respect to a 

research area, including year of publication, authors, 

scientific sector, country, institution and keyword. It not 

only offers a basis for future comparisons but prompts a 

number of new questions for investigations as well. 

The rest of the paper is organized as follows: Section 2 

presents a brief review of machine learning techniques; 

in Section 3 proposed bibliometric analysis method is 

explained; in Section 4 the sample building process is 

explained; in Section 5 results of the bibliometric 

analysis is developed; in Section 6 results of analysis 

are discussed. Finally, in Section 7 are summarized the 

main contribution of the research. 

2. BRIEF REVIEW OF MACHINE LEARNING

TECHNIQUES

One of the largest areas currently included in the label 

of artificial intelligence is Machine Learning. This term 

includes a large number of different techniques and 

approaches, but all of these share a clear and 

unambiguous property: solving problems through 

algorithms that have the ability to learn from what is 

entered as input. In these terms, the concept of 

knowledge changes. Knowledge is no longer the human 

one and transferred to the machine, but it is learned by 

the machine itself in an autonomous way from the 

activities that it carries out gradually. Consequently, the 

role of man also changes: he will only have to define, 

through programming, how the machine will have to 

learn. In some cases, the operator provides examples 

and information from which the machine must learn, so 

it can develop a "knowledge" that it will transfer or 

allow to automate activities.  

The different approaches have been uniquely classified 

by scientific community, depending on their learning 

model. Each model works, in principle, on the basis of 
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two distinct approaches: supervised learning and 

unsupervised learning (Samuel A.L. 1959). 

In the case of supervised learning, the computer is given 

concrete examples to be used in carrying out the 

required task, while in the case of unsupervised learning 

the software works without any kind of assistance. 

Within these two categories there are subsets that allow 

us to classify Machine Learning even more in detail. 

The first is Supervised Learning, the computer is given 

examples in the form of possible inputs and the 

respective desired outputs, to extract a general rule that 

associates the input with the correct output. It is usually 

used in applications where historical data can predict 

future events. 

The second subset is Unsupervised Learning, where the 

system is provided only with data sets without 

indication of the result sought. The computer receives 

inputs in no way labeled, from which it must find a 

structure. This means the system is not given the "right" 

answer and therefore the algorithm must find out what 

is shown to it. 

The third subset is Reinforcement Learning. The system 

(which can be a computer, software or algorithm) must 

be able to interact with a dynamic environment, from 

which to draw input data and reach a goal. If the goal is 

achieved, the system will be rewarded with a 

performance evaluation. The purpose is to learn an 

optimal policy that selects the subsequent actions to 

each state in order to maximize the rewards 

accumulated over time. 

The fourth and final subset is the Semi-Supervised 

Learning. This, unlike the other subsets, is a hybrid 

model: incomplete data sets are supplied to the 

computer (some of the inputs are also output) as in 

Supervised Learning, and others lack them, as in 

Unsupervised Learning. 

3. BIBLIOMETRIC ANALYSIS METHODS

The interest in using bibliometric techniques has 

increased thanks to the availability of large scientific 

databases. It involves a series of techniques that are 

used to quantify the process of written communication 

and identify patterns. The methodological used 

approach mixes bibliometric, content analysis and 

social network techniques. In this state-of-the-art study 

the research was initiated through the consultation of 

electronic databases, Scopus (SCP) and Web of Science 

(WoS), on April 9, 2019 and dividing it into the 

following phases.  

In Phase 1, bibliometric data was collected from the 

SCP and WoS databases. This phase required three 

steps for the construction of the sample to be analyzed: 

1. Step #1: identification;

2. Step #2: screening;

3. Step #3: inclusion.

Once Phase 1 is completed, the next phase is Phase 2, 

which is the analysis of the results. 

The approaches used for the bibliometric analysis were: 

• the use of indicators for the parameters

studied;

• the SNA (Social Network Analysis) for the

authors analysis.

The indicators chosen to perform the analysis are Total 

Papers (TP), which is the total number of publications 

and Total Citation (TC), which is the total number of 

citations. The SNA finds application in various social 

sciences, lately employed in the study of various 

phenomena such as international trade, information 

dissemination, the study of institutions and the 

functioning of organizations. The analysis of the use of 

the term SNA in the scientific literature has undergone 

an exponential growth in utilization of this mode of 

computable representation for complex and 

interdependent phenomena. For the purpose of this 

study, UCINET, NetDraw software was used, expressly 

designed for the creation and graphic processing of 

networks. It was used to represent the connection 

between publication and citation in authors’ network, 

and Excel for data input. To analyze keywords, NVivo 

12 software was used. At the end of the second phase, a 

third and final one follows, where the results will be 

discussed, and conclusions will be drawn. All analyzed 

documents are listed in Appendix (Table A). 

4. BIBLIOMETRIC ANALYSIS: PHASE 1 -

RESEARCH

In this paragraph, the results of the bibliometric 

research are analyzed, starting from Phase 1 in which 

the process of construction of the sample is described. 

4.1. Step#1: Identification 

First phase is dedicated to documents collection and the 

sample’s construction. 

It is divided into three steps; every step is useful for 

selecting the documents of interest and excluding ones 

that are not interesting for the purpose. 

The first step is named “Identification”.  

In this step, Scopus (SCP) and Web of Science (WoS) 

databases were taken into consideration. In order to 

maintain the consistency of the results, the same 

keywords were used: 

• Machine Learning;

• Predictive Maintenance.

In addition, a time period of 20 years was chosen, from 

1999 to 2019, as shown in Table 1. 

Table 1: Keywords And Time Period For Research 

Keywords and Time Period 

Keywords 
Machine 

Learning (ML) 

Predictive 

Maintenance 

(PM) 

Time 

Period 
From 1999 To 2019 

The results extracted by Scopus are numerically 

superior to Web of Science: 320 for the first database 

and just 173 for the second one (Table 2). 
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Table 2: Total Results Of Research On SCP And Wos 

Data Extraction 

Source of research SCP WoS Total 

Results 320 173 493 

 

Figure 2 shows the aggregated result for Scopus and 

Web of Science query; it points out that the results 

obtained are scarce in the period before I4.0. On the 

contrary, there is an increase in publications since the 

beginning of the fourth industrial revolution. Overall, 

this is a fairly poor operating result, just 493 documents, 

most of them were concentrated in year 2018, with 172 

results (Figure 1). 

 

 
Figure 1: Research Growth 

 

Wanting to analyze the numbers before and after I4.0 

(Table 3), just before the fourth revolution, 23 

documents were recorded in SCP and 19 in WoS. While 

after 2011 there are 297 documents in Scopus and 154 

in WoS, as shown in Table 3. 

 

Table 3: SCP And Wos Research Areas 

Results 

- Before I4.0 I4.0 Total 

SCP 23 297 320 

WoS 19 154 173 

Total 42 451 - 

 

With particular attention to year 2018, 122 and 50 

documents are recorded on Scopus and Web of Science 

respectively.  

The reason is not to be sought in the scarce interest, 

although Machine Learning is dated already to the last 

century, Predictive Maintenance has encountered an 

increase in development only with I4.0. 

It follows that the analysis of the literature concerning 

the period 1999 - 2010 can be considered negligible, 

since it is an overall result equal to 42 documents out of 

493. 

On the contrary, it is useful to carry out an analysis 

starting from 2011 until the present. In this period the 

identified literature has a result equal to 451 documents, 

distributed unevenly along the time axis, with greater 

concentration in year 2018 (Figure 2). 

 

4.2. Step#2: Screening  

Starting from the result obtained in the first step, in the 

screening step, documents characterized by open access 

were chosen to be analyzed, excluding those with 

restrictions, from 2011 to 2019. With this step, the 

number of documents dropped dramatically. Thus, 38 

documents are obtained from Scopus, while 29 

documents are obtained from the Web of Science  

(Table 4). 

 

Table 4: Results Of OA In Time Period 2011-2019 

Results OA 

 OA Time Horizon 

SCP 38 
From 

2011 

To 

2019 
WoS 29 

Total 67 

 

This is a decrease of 87% and 83% respectively. 

 

4.3. Step#3: Inclusion 

The last step is dedicated to finalizing the final sample. 

Trying to give an overview of the topics and areas of 

the interface, filters have been applied in relation to the 

thematic areas to which they belong, shown in Table 5.  

 

Table 5: Research Filters And Results Of Filters 

Application 

Filters 

SCP WoS 

Engineering Engineering Industrial 

Computer Science 
Engineering 

Manufacturing 

Material Science 
Computer Science 

Information System 

Energy 

Computer Science 

Interdisciplinary 

Applications 

Business, Management 

and Accounting 

Engineering Electrical 

Electronic 

Chemical Engineering Engineering Mechanical 

Decision Science 
Engineering 

Multidisciplinary 

- Telecommunication 

- 
Automation Control 

System 

- Computer Science AI 

- Engineering Civil 

Results 

29 documents 18 documents 

 

The result is another decrease in the documents number 

of our interest, obtaining 29 documents on Scopus and 

18 on Web of Science (Table 5). 

Finally, they were analyzed to exclude redundancies or 

document overlaps: at the end of phase 1, the sample to 

be analyzed consists of 37 total documents (Table A). 

 

5. BIBLIOMETRIC ANALYSIS: PHASE 2 - 

ANALYSIS 

This section presents and discusses the findings of this 

review. 
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First, an overview of the selected studies are presented. 

Second, the review findings according to the research 

criteria, one by one in the separate subsections, are 

reported. 

5.1. Document Types 

Before proceeding to the document’s analysis, it is 

appropriate to establish their type. In fact, the 37 

documents composing the sample are divided into two 

types: 17 are articles and 20 are conference papers, 46% 

and 54% respectively. 

5.2. Publication by Years 

The analysis of the years of publication shows that the 

research was not particularly intense in the years 

following the introduction of I4.0. In fact, it seems the 

research is peaking only recently, with documents 

concentration in year 2018, as shown in Table 6.  

Table 6: Top Publications By Years 

Results 

Year TP 

2011 1 

2012 0 

2013 0 

2014 2 

2015 3 

2016 1 

2017 6 

2018 22 

2019 2 

In 2019 there is a small number, since the research was 

carried out at the end of the first four months. However, 

tracing a line representing the trend (Figure 2) it is 

plausible to think that there is a large number of 

documents. 

Figure 2: Publication By Years 

5.3. Citation by Years 

Compared to the years of publication, it is interesting to 

know the number of citations. 

Table 7 shows the citations number for each year of 

publication and the graph relating to the table is shown 

in Figure 3. 

Table 7: Top Citation By Years 

Results 

Year TC 

2011 27 

2012 0 

2013 0 

2014 9 

2015 79 

2016 3 

2017 61 

2018 10 

2019 0 

Figure 3: Top Citation By Years 

The first aspect that emerges is the citations number in 

years 2015 and 2017, respectively with 79 and 61 

citations. This can be interpreted as the source of the 

publications produced in year 2018, which is the most 

productive one (Figure 4).  

One of the documents of 2015 is produced in Italy 

(Table A, ID4). Specifically, this includes 43 citations 

out of 79 totals. The document proposes a Predictive 

Maintenance methodology, that allows dynamical 

decision rules to be adopted for maintenance 

management and can be used with high-dimensional 

and censored data problems. Furthermore, the 

effectiveness of the methodology is demonstrated using 

a simulated example and a benchmark semiconductor 

manufacturing maintenance problem (Susto and Schirru 

and Pampuri and McLoone and Beghi 2015). Indeed, 

this is the document that counts the greatest number of 

citations of the whole sample (Table A). 

5.4. Country Analysis 

Referring to the previous paragraph, it is useful to 

understand which countries are more productive. 

From the analysis, it is clear (Figure 5) that the 

countries most interested in the topic are China, USA 

and Italy, respectively with 7, 6 and 4 documents. 
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Figure 4: Top Country Analysis 

Looking at Europe, it can be determined that it is the 

most productive, with an overall result of 19 

documents, which means a 51% contribution. 

5.5. Research Areas Analysis 

According with the thematic areas used as a filter 

reported in Table 5 (paragraph 4.3) and coherently with 

the topic under examination, the analysis of the research 

areas revealed that the higher interest areas are 

“Engineering” and “Computer Science” (Table 8) with 

24 and 16 documents respectively. 

Table 8: Top Publications By Research Areas 

Research 

Research Areas TP 

Engineering 24 

Computer Science 16 

Mathematics 7 

Materials Science 5 

Energy 4 

Physics and Astronomy 4 

Biochemistry, Genetics and Molecular Biology 2 

Agricultural and Biological Sciences 1 

Business, Management and Accounting 1 

Decision Sciences 1 

Economics, Econometrics and Finance 1 

Social Sciences 1 

The other areas also show interest, but with a much 

smaller number, as shown in Table 8. 

5.6. Top Source Journal Analysis 

In this section top 10 source or journals which are 

publishing most frequently are extracted. The total 

source journal detected from the document is 23 but, 

considering the top 10, given the source frequency 

distribution, Figure 6 shows that only the first 7 sources 

have more than one paper published with a percentage 

contribute of 57% on the total. 

Figure 5: Top 10 Source Journal Analysis 

Wanting to analyze the sources separately, the results 

obtained in the two databases are not the same. 

Referring to Table A, in Scopus the top source journal 

is “Journal of Physics: Conference Series” with 4 

publications and a contribute of 11% of the total. In 

Web of Science the top source journal is “ENERGIES”, 

with 3 publications and a contribute of 8%.  

Aggregating the data collected from the two databases, 

the ranking moves to that obtained by Scopus, moving 

“ENERGIES” to second place (Figure 5). After, 3 

source journals have 3 publications and 2 others have 2. 

The rest of the publications have a one-to-one 

relationship with the corresponding source journal: for 

this reason only some of them have been shown in 

Figure 6. 

The low level of concentration of the sources suggests 

that there is a great deal of interest on these topics by 

several scientific journals. 

5.7. Most Collaborative Authors 

From the analysis carried out, it can be observed that all 

authors are authors or co-authors of a single article, 

except for Gao Robert X. (Table A, ID 8 and ID 26), 

who have published two documents.  

The most useful analysis in this case is represented by a 

relationship between authors and citation. Only the top 

20 authors are shown in Table 9, which represents a 

comparison between the number of publications (TP) 

with the number of citations (TC) associated with each 

author. 

Table 9: Top 20 Authors Analysis 

Results 

Top 20 Authors TP TC 

Beghi, A. 1 43 

Martins, T. 1 43 

Oneto, L. 1 43 

Pampuri, S. 1 43 

Schirru, A. 1 43 

He, Z. 1 27 

Sun, C. 1 27 

Zhang, Z. 1 27 

Gao, R.X. 2 23 

Jennings, C. 1 23 

Kumara, S. 1 23 

McLoone, S. 1 23 
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Miao, Q. 1 23 

Susto, G.A. 1 23 

Terpenny, J. 1 23 

Triphathi, A.K. 1 23 

Tsui, K.-L., 1 23 

Wang, C. 1 23 

Wang, D. 1 23 

Wu, D. 1 23 

However, there are other researchers who are authors of 

two documents, but the number of citations associated 

with them is lower or even zero. For this reason they are 

not among the top 20 authors and therefore do not 

appear in Table 9. For completeness, the authors of two 

documents and their associated citations number are 

shown in Table 10. 

Table 10: Authors Of 2 Documents 

Results 

Authors TP TC 

Gao, R.X. 2 23 

Sahli, H. 2 14 

Liu, Ling 2 1 

Praça, I. 2 0 

Starting from Table 9, it can represent the SNA, through 

which the link between publications number and 

citations number of each author is shown. 

The graph shown in Figure 7, nodes and leaves can be 

identified. The nodes are represented by the blue square 

and correspond to publications number (TP) and 

citations number (TC). Red circles are the leaves and 

represent the authors’ name. Each leaf is connected to 

both nodes with a different weight.  

The weight of the connection between the authors and 

TP node is not showed, but the line that has a weight 

equal to 2.0 is highlighted. This line, colored with blue 

(Figure 7), is the connection between the author Gao 

R.X. and the number of documents produced by him. 

All other connections, consistent with Table 9, is equal 

to 1.0. 

The weight that links the authors and the citations 

number, on the contrary, is reported in Figure 6. The 

highest weights among all the values shown in Table 9 

are highlighted by the green lines and range from 43.0 

to 27.0. Weight that is 23.0 is not highlighted. 

Figure 6: Publications And Citations’ Connection For Each Authors 

5.8. Top Most Keywords Analysis 

Almost all the keywords are common in WoS and 

Scopus extracted documents and use one or more 

keywords. To analyze the most popular keywords, a 

software to create word clouds: NVivo 12, produced by 

QSR International Pty Ltd ® was used. 

The word cloud in Figure 7 highlights the keywords 

most used by the authors to index their publications. 

As shown in Figure 8, the largest words are “machine”, 

“learning”, “maintenance”, “predictive”, “system” and 

other words. These are the words that appear several 

times in the documents. For example, the word 

“learning” appears 14 times and “machine” appears 13 

times. Top 20 keywords frequency (named F in Table 

11) that appeared in the documents analyzed are shown

in Table11. 
Figure 7: Keywords Cloud Contribute By NVivo 12 
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Table 11: Top 20 Keywords Frequency 

Results of Top 20 Keywords Frequency (F) 

Keywords F Keywords F 

Learning 14 Analytics 4 

Machine 13 System 4 

Data 11 Health 4 

Maintenance 9 Prediction 3 

Predictive 9 Industry 3 

Monitoring 5 mining 3 

Condition 5 fault 3 

Analysis 5 identification 2 

Prognostics 4 classification 2 

Management 4 manufacturing 2 

As the words frequency decreases, the size of words in 

the cloud also decreases. Therefore, the words that are 

very small in the cloud are those that appear only once. 

6. BIBLIOMETRIC ANALYSIS: PHASE 3 -

DISCUSSION

Interesting information emerged from the analysis 

carried out. 

The first observation concerns the number of 

documents. The low number of documents available 

from 2011 to nowadays shows how the joint topic is 

still very young and unripe, but the sudden growth that 

has affected the last few years is indicative of an interest 

that has been made more alive. However, the 

technologies are not at all young (just think that the ML 

dates back to the late 1950s) but have not undergone 

such a rapid technological process as in recent years, 

with I4.0. In this regard, it is recalled that throughout 

history AI technology has undergone the so-called "AI 

winter" (this term first pronounced in 1984 by Roger 

Schank and Marvin Minsky and appeared as the topic of 

a public debate at the annual meeting of American 

Association of Artificial Intelligence). 

Additional information that can be extracted from the 

analysis concerns the research area. Although Artificial 

Intelligence (and therefore ML) is a branch of Computer 

Science, the research area with the largest number of 

publications is Engineering. The reason  is linked to the 

very high interest of Machine Learning for Predictive 

Maintenance interested in engineering applications. 

Furthermore, it can be said that the countries most 

interested in scientific research are Europe, China and 

USA, which are the most industrialized countries. 

With technological growth, the geographical spread of 

academic interest but also of applications is not 

excluded. 

It is important to underline that this document was 

produced using only two databases. These are WoS and 

Scopus, in which only documents with open access 

were included. 

7. CONCLUSION

This document focused on the study of the current state-

of-the-art in Machine Learning for Predictive 

Maintenance topics. To date, with the tools available to 

scientific community, the literature available on any 

subject is very wide. As a result, complete coverage of 

all documents published in relation to a specific topic 

can be very difficult. Therefore, a selection of the most 

relevant literature was made and a document was 

produced, that provides a review of the applications in 

various scientific fields, using ML techniques. For the 

selection of documents, objective and clear 

investigation methods were used, independent of the 

researchers' experience. Among the objectives of the 

document there is not only the wish to provide a 

complete picture on research literature, but also a 

starting point for integrating knowledge through 

research in this field, suggesting future research paths. 

There are therefore many other documents with limited 

access and other indexing databases, such as Google 

Scholar, which could be integrated into the research in 

the near future. 
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