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Abstract
The nowadays volatile fame one could gain from the Internet led to a disruption in the media industry, with important
repercussions in platforms such as the educational channels from YouTube. In this work, one of such channels, which was
shut down after more than 2 years of activity, is studied through the use of a Hybrid Bayesian Network with Markov Chain
Monte Carlo based sampling. With the application of our model, the behaviour of users can be inferred and thus find whether
it changed at some point. As a result, it was indeed possible not only to identify two specific moments in time when that
changed but also to provide a transition zone between the steady states before and after the change.
Keywords: Markov Chain Monte Carlo; Hybrid Bayesian Networks; Youtube;

1. Introduction

Nowadays, Youtube is the de facto platform to sharevideo content. However, its purpose shifted from onlysharing media to becoming a social network, wherethe video publishers motivate their viewers to performcertain actions within the platform, such as leave acomment or send them an approval signal (usually inthe form of a "like" or "share"). This context makesthe content strongly dependent not only on the qual-ity but also on how the publishers interact with theiraudiences. Nevertheless, unexpected events often oc-cur and may have a significant impact in the audiencebehaviour, the most common of which is the so-called"Viral Videos", which are videos that for some reasonreceived disproportionately more attention than therest of the content, another possible example could becontroversial claims in the video or its comments. Inthis work some of the publicly available data of onevideo publisher will be analysed to determine whetherit is possible to detect such changes by means of a

statistical based method. This publisher was carefullychosen because it experimented great variation whichis thought to be the cause of its posterior shutdown.This work uses data from a single publisher as a test forapplicability since the results were promising futureresearch will include determining the exact conditionsrequired to apply the method, in principle, there are noparticular restrictions known, so applying the methodto similar data from other publishers would be possible,however, that hypothesis should be tested, such test isoutside of the scope of the current study.
Therefore, the questions to be answered are the fol-lowing: a) Is there any statistically identifiable pointwhere the behaviour of the audience change? b) If so,was the change positive or negative? c) Is it possible toidentify more than one of such changes?
This work first presents the data collection process.Then, basic exploratory analysis is performed and amodel is proposed. This model is then compared withsome alternative formulations. Finally, the results andconclusions are discussed in detail.
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2. State of the Art

Monte Carlo Methods were first proposed to solvephysics problems through simulation (Metropolis,1987), one of the applications of these methods wascalled Markov Chain Monte Carlo (MCMC) (Gelfand andSmith, 1990), whose aim is to approximate the sta-tionary distribution of a Markov Chain. On the otherhand, Bayesian Networks (BN) (Pearl, 1988) are a typeof Probabilistic Graphical Model (PGM) represented asa directed acyclic graph (DAG), where each of the nodesrepresents a random variable, being only some of thenodes observable. The objective is to infer the distri-bution of the connected nodes for which there are noobservations. This process is usually called "BayesianInference" and although it could be solved analytically,complex models representing high dimensional andcomplicated relationships involve intractable integrals.Therefore, in these cases the analytical approach isunfeasible.
However, these two methods can be combined suchthat the posterior distribution of the variables in a BNcorresponds to the stationary distribution of a MarkovChain (Gamerman and Lopes, 2006). In spite of provid-ing simulation-based solutions, the applications of BNswere rather limited for a long time because of the com-putation costs involved. Nevertheless, in recent yearsnew and more efficient sampling algorithms such asthe No-U-Turn Sampler (NUTS) were developed (Hoff-man and Gelman, 2014).
The variables modeled through BNs are often con-tinuous. This is actually one of the conditions ofmany modern sampler methods with the exception ofthe simpler and poorly performing ones, for example,the well-known Metropolis-Hastings Hastings (1970).Therefore if both continuous and discrete variables areneeded, the resulting model is called Hybrid BayesianNetwork, which requires much more computational re-sources than the continuous BN (Salmerón et al., 2018).
Some of the common applications of BNs nowadaysare (but not limited to) Control Engineering (Bapin andZarikas, 2019), Transportation (Corman and Kecman,2018), Reliability Evaluation(Cai et al., 2018), Agricul-ture (Drury et al., 2017) among others (Pourret et al.,2008). Although some previous works included timeseries data and also change point detection using BNs(Aminikhanghahi and Cook, 2017), little has been donein the context of social networking sites.
This work studies a particular scenario in the contextof video streaming platforms, using BNs as a proof forthe applicability in the field and to evaluate whetherthe results are insightful for retrospective analysis.The most common platform, Youtube, was chosen asa source for the data because of its popularity and thefact that it was proven to be widely used in academicresearch in the past (Arthurs et al., 2018). Generally, toanswer the questions at hand, either classical statistics(time series analysis and regression) or more recently

Deep Learning techniques are used, both being (withoutsome exceptions) discriminative models, as opposed toBNs which are generative and, as such, more suitablewhen the number of observations is small (Ng and Jor-dan, 2002). Moreover, generative models could be usedafterward to answer different questions than the onesinitially addressed, which is a major advantage for thestakeholders in this industry.
A similar approach in this direction was done as anexample model in an introductory book of BayesianStatistics (Davidson-Pilon, 2015), however, the appli-cation context was different. Only a single likelihoodwas used and the incorporation of different transfor-mations was not covered, hindering potential remarksas pointed in other works on count data (O’hara andKotze, 2010).

3. Materials and Methods
When dealing with Bayesian Inference, the quality ofthe data is crucial to properly fit the proposed models(Dose, 2003; Gamerman and Lopes, 2006). The datashould not only be collected in a careful way but alsoan exploratory analysis has to be conduted to detectpossible outliers or patterns. The next step is to assesswhether the models converge and finally, as a sanitycheck, some alternative models should also be proposedto test the initial findings. This section will cover allof the previously mentioned topics.
3.1. Data Collection

We selected the channel PBS Infinite Series on YouTube,which is no longer publishing videos. Data isavailable on their site publicly. All the videoscan be found on the main page of the chan-nel, available at https://www.youtube.com/channel/
UCs4aHmggTfFrpkPcWSaBN9g/videos. Although many vari-ables can be considered, in this case, the following setof variables were recorded:
• Number of Views• Number of Likes • Number of Dislikes• Number of Comments

In addition to the previous ones, some meta-datawas collected to better identify each of the points, suchas Title, URL, Date, and Channel name.
This data, however, presents two challenges:

1. Atemporality: The data will be read from a particu-lar moment in time but this number will likely changein the future.2. Correlation: The data is highly correlated becauseeach video will influence the variables of other videos.Although this correlation is typically in a forward di-rection (old videos affect new ones), it is also possibleto have a back-propagation effect (new videos influ-encing older ones), such as when new people find thechannel and want to see previous content.

https://www.youtube.com/channel/UCs4aHmggTfFrpkPcWSaBN9g/videos
https://www.youtube.com/channel/UCs4aHmggTfFrpkPcWSaBN9g/videos
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Figure 1. Distribution of the normalized values with outliers (left) and without (right). Whiskers represents 1.5 IQR
One of the reasons for choosing an already shut downchannel was precisely to mitigate these effects. Thedata will undergo changes in the future but this varia-tion could be neglected if the difference in time is shortenough. Regarding the correlation, it is impossible totrack all the interactions since each of the variables rep-resents a time series of data for each video, of whichonly the last value is publicly accessible, but since theamount of videos is small (N = 65) it should be fairto assume that and the channel has a niche audience.This phenomenon will have also less impact as it couldhave been under other conditions.
The data was collected through scraping (a tech-nique consisting of analysing the HTML of the websiteand extract specific segments) on the 5th of May 2020.The data collection was done with the Selenium WebDriver. A summary of the data is presented in theTable 1. The total number of data points is 65 andthere are no missing values (Although Youtube pro-vides the data publicly there are some cases where theuser can block the comment section or, in the caseof YouTube premiums, there might be no count forlikes, neither of these occurs in this scenario). More-over, the specific dataset used is made publicly avail-able at https://doi.org/10.5281/zenodo.3929778 (Cas-taño, 2020)

Table 1. Summary statistics of the collected data
Views Likes Dislikes Comments

Mean 161298 4493 152 628
STD 145217 3735 186 464
Min 23392 1082 23 141
25% 83144 2414 53 351
50% 114477 3569 81 487
75% 174787 4724 158 769
Max 873302 23686 991 2394

3.2. Exploratory Analysis

From the table, one can see that the maximum of everyvariable is quite far from the 75% percentile, whichmight be an indication of outliers. In order to properlyidentify them, a box plot for each variable is used but,

since the range of values is orders of magnitude dif-ferent between variables, the values will be scaled tothe [0, 1] interval so that proportions are kept and thesame scale can be used.
In the boxplots shown in the Fig. 1, there are threepoints that lie further from the rest, although it isexpected that some points lie outside the whiskers,this case is rather extreme. The main reason for theseoutliers is the so-called "Viral Videos" phenomenon,which represents videos that received such an uncom-mon amount of attention that they could be easily dif-ferentiated from the rest. Since such effect is outsidethe scope of this work, these points can simply be omit-ted in the analysis.
With the outliers removed, it is important to identifywhether there are relationships between the variables.This could be done through a correlation matrix, whichis shown in the Table 2. The variables are highly cor-related with each other (Pearson’s r is always greaterthan 0.5), which could introduce multi-colinearity tothe model. Therefore, instead of using all of the vari-ables only the View Count (from now on x) will be used.A causal study of these correlations is left for a futureinvestigation.

Table 2. Pearson’s r correlation between the variables. Only half ofthe correlation matrix is shown to improve readability.
Views Likes Dislikes Comments

Views 1.0
Likes 0.94 1.0
Dislikes 0.54 0.53 1.0
Comments 0.78 0.79 0.65 1.0

Another important aspect to check is whether thereis seasonality and/or auto-correlation. Deep analysisin this direction is beyond the scope of this study butthe auto-correlation and the seasonal decompositionwere checked using black box models and no significantanomalies were found.
Since the aim of this study is to identify somechange-point among the videos, the number of videospublished each month along with the views for each

https://doi.org/10.5281/zenodo.3929778


238 | 32nd European Modeling & Simulation Symposium, EMSS 2020

20
16

 1
1

20
16

 1
2

20
17

 1

20
17

 2

20
17

 3

20
17

 4

20
17

 5

20
17

 6

20
17

 7

20
17

 8

20
17

 9

20
17

 1
0

20
17

 1
1

20
17

 1
2

20
18

 1

20
18

 2

20
18

 3

20
18

 4

20
18

 5

0
1
2
3
4
5
6
7

Vi
de

os

Videos published per Month - Yearly Mean: 2016: 2.50 - 2017: 3.50 - 2018: 3.00
Year Mean Videos published

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61
Video ID

1

2

3

Vi
ew

s

1e5 Views for each of the videos - Sort by Publication Date
Views Moving Average Moving Average ± STD

Figure 2. Videos Published per Month (Above) and views per video (below). The moving average is calculated using a windows size of 20 and theSTD is calculated using the corresponding moving average with the same windows size. The vertical dotted lines at 6 and 48 denote the changein the year.

video is shown in the Fig. 2. It can be seen that there isa significant yet weak decreasing trend and a reduction
in the spread starting from the 50th video. Most of thevideos were published in 2017.

Only analysing these basic plots, there is no clearlyvisible change-point that could be identified. In thenext section, Markov Chain Monte Carlo models will beused to check whether this initial assumption is true.
3.3. Model Formulation

The data represented by the Views could be interpretedas count data, therefore, discrete distributions overNatural Numbers are appropriate. In this case, twocandidate likelihood functions will be used to model thedata, a Poisson Distribution and a Negative BinomialDistribution (Although the Negative Binomial is alsoused to model number of failures before a success, ithas been proven adequate to model count data too.).The former will present a good fit if the mean andthe variance are similar and the latter will in contrastprovide a better result if they differ significantly.
In this section, the formulation will be expressedfor the general case. However, in the results section,two different approaches are compared, the analysiswith the outliers and without them. That means thatthe total number of videos (n), will have two possiblevalues, n = 65 when outliers are considered and n = 62otherwise.

3.3.1. Model Description
First, it is assumed that there is a change-point (τ),which denotes a moment in time where the basic be-haviour of the audience, represented as the number ofviews (x), changed. Here τ is the index number (dimen-sionless quantity) of the video from the list of all thevideos sorted by date. Since there are no prior assump-tions about where this τ may be, a non-informativeprior will be used, in this case, a Discrete Uniform (Udisc)bounded between the possible values of the Videos [1,n],

namely:
τ ∼ Udisc(1,n) (1)

The data before and after τ is assumed to be gener-ated from different candidate distributions (from thesame family), if this were not the case, the two dis-tributions might be indistinguishable from each other,i.e. the null hypothesis of their parameters before andafter τ being different would be rejected. In the case ofthe Poisson model it would be expressed as H0 : µ1 6= µ2and P(reject H0) ≈ 1.
Since the number of views represents count datatwo discrete distributions will be used, a Poisson and aNegative Binomial. In the case of the Poisson distribu-tion there will be one parameter for each period (µ1 and

µ2) and in the case of the Negative Binomial there willtwo parameters for each period ({µ1,α1} and {µ2,α2}).The particular parametrization of the distributions isas follows:
Poisson(x | µ) = e–µµx

x!

NB(x | µ,α) =
(
x + α – 1
x

)(
α

µ + α

)α(
µ

µ + α

)x

Having such configuration results in the followingmodel:
x ∼ Poisson(µ1) Ix≤τ + Poisson(µ2) Ix>τ (2)
x ∼ NB(µ1,α1) Ix≤τ + NB(µ2,α2) Ix>τ (3)

Where IA is the indicator function, namely:

IA =
{1 if event A occurs

0 otherwise.
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This way of parametrizing the Negative Binomialmakes it easier to use the mean and the variance fromthe data to determine proper informative priors. More-over, the µ parameter has the same interpretation inboth distributions when parametrized this way. Inthe case of the Negative Binomial the α parameter is ashape parameter associated with the variance (σ2) ofthe distribution, namely:
µ = x ; α = µ2

σ2 – µ

However, the expressions shown above only repre-sent the expected value of these parameters, in order toadd another degree of freedom, a prior for each will bedefined. Since all are positive numbers, an Exponentialdistribution will be used, the mean value of the distri-bution will be calculated according to the segment ofthe data being modeled. The parametrization will beas follows:
E(µ1) = µ1 = 1

τ

τ∑
i=0
xi E(µ2) = µ2 = 1

n – τ

n∑
i=τ
xi

σ21 = 1
τ

τ∑
i=0

(xi – µ1)2 σ22 = 1
n – τ

n∑
i=τ

(xi – µ2)2

E(α1) = α1 = µ21
σ21 – µ1 E(α2) = α2 = µ22

σ22 – µ2
Then, the prior distributions for µ and α are:

µ1 ∼ Exp(1/µ1) µ2 ∼ Exp(1/µ2) (4)
α1 ∼ Exp(1/α1) α2 ∼ Exp(1/α2) (5)

To summarize (1), (2), (3), (4) and (5), two prob-abilistic graphical models (PRGMs) are shown in theFig.3.

Xi

i:	1..62

τ

μ2μ1

Xi

i:	1..62

τ

α1 α2μ2μ1

Figure 3. Probabilistic Graphical Model for the two alternatives, onewith the Poisson Likelihood (left) and the other with the Negative Bi-nomial Likelihood (right). The double circle in Xi denotes that this isthe observed variable.

If there was an actual change-point in x, it will bereasonable to expect that the posterior distribution of
τ is not uniform and that the model parameters beforeand after τ differ by a significant amount. Determiningwhen a difference is significant depends on the stake-holders and the specific problem but, mathematically itcan be stated that if P(µ1 > µ2) ≈ 1 ∨ P(µ1 < µ2) ≈ 1 thedifference is significant beyond any reasonable doubtand if P(µ1 – µ2 > 0) ≈ 0.5 ∨ P(µ2 – µ1 > 0) ≈ 0.5 thedifference is imperceptible and the two distributionsshould be consider equal (within a small enough ε). Inorder to incorporate the vision from the stakeholders,an appropriate approach would be to consider the dif-ference significant when P(|µ1 – µ2| > ε) ≈ 1 (absolute),
or P(max(µ1,µ2)

min(µ1,µ2) > ε) ≈ 1 (relative). In both cases the
value of ε should be chosen by the stakeholders.

The actual values of the parameters besides τ are notrelevant since this model will not be used for any sortof prediction.
3.3.2. Model Assesment
Since the values from x are quite big, this could makethe Poisson model inadequate, since it assumes that thevariance and the mean are equal. To mitigate this effectand at the same time test the robustness of the solutionseveral models were fit. In each case, 20 chains wereused to test for convergence and the number of itera-tions was increased until the Gelman-Rubin diagnostic(Gelman et al., 1992) was less than 1.02 (Therefore, thenumber of iterations was not the same for each model).
3.4. Alternative Comparison

In total 8 different models were fit using the Program-ming Language Python and the PyMC3 Framework (Sal-vatier et al., 2016), these models represent the incorpo-ration or exclusion of outliers, the likelihood candidateand the use of transformation. In order to comparethe models the Root Mean Squared Error (RMSE) isused. The results are shown in the Table 3. For the twolikelihood candidates, excluding the outliers producedmuch better results.
Table 3. Root Mean Squared Error (RMSE) of the residuals for eachmodel, divided by the global minimum (absolute value of 62866)

With Outliers Witout Outliers
Poisson Negative

Binomial
Poisson Negative

Binomial
No Transform 2.18 2.12 1.01 1.00
Square Root 2.15 2.14 1.02 1.01

All the transformations were done in the explanatoryvariable x. In the case of the Square Root, the modelwas fit using y = √x. A Log transform was also testedbut quickly discarded, when applied to the explanatoryvariable, the apparent difference before and after the
τ became imperceptible, and when applied to the re-
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Figure 4. Posterior densities (Top Left) of µ1 (blue) in contrast with µ2 (red). Posterior density (Top Right) of τ with Kernel Density Estimate(KDE) to clearly show bi-modality. Posterior Predictive (Bottom) of the model showing the Highest Probability Density (HPD) up to 95 % for theviews and also for τ

sponse variable, overflow issues arose when dealingwith ex for bigger values of x.
When analysing the normality of the residuals withrespect to the expected value of each model, only threeout of the eight models passed the test (with α = 0.5%),these three models are the Poisson without outliers(both with and without transformation) and the Nega-tive Binomial without the transformation and withoutoutliers.

4. Results

Regarding the explanatory power of the models fit,a clear pattern emerged, the ones using the Poissonlikelihood had all the posterior density of τ concentratedon a single point (τ = 37), regardless of transformations,while the ones using the Negative Binomial have morespread in the posterior estimates and exhibit a bi-modalbehaviour, having one mode in τ = 37 and the other in
τ = 42.

In all cases, when comparing the posteriors for µ,it was found that P(µ1 > µ2) ≈ 1, indicating that thechange was a reduction in the number of views as sus-pected from the Fig. 2. As the trend was decreasing,this is confirmed by having µ2 < µ1. The posteriors aswell as the posterior predictive distributions for theBest Performing model are shown in the Fig. 4 with a
sample size of 2.4 times 106.

5. Discussion

Incorporating extra information such as sentimentanalysis of the comments could give a better inter-pretation of the results obtained using only the numberof views. Another important consideration is the fact

that the sample size is somewhat small (n = 62 withoutoutliers). Replicating this study with other YouTubechannels with bigger samples could reveal further lim-itations in the approach taken.

6. Future Work

A natural future step in this research will be to improvethe method so that it could be used with active channels,estimating the minimum sample size to detect audiencechanges and provide insights to the owners to takecountermeasures.

7. Conclusions

It was indeed possible to identify change points in thedata, suggesting that there was an actual moment intime when the behaviour of the users changed, in allthe models (although the values differ) the changerepresented a reduction in the views, in the context ofYouTube videos such effect is considered negative.
Using Poisson likelihood only one change-point wasdetected, (Video ID=37) while using a Negative Binomiallikelihood, two points were identified, both 37 and 42.However, the Posterior Predictive from the NegativeBinomial represents a better fit for the data, since thePoisson posterior predictive left a lot of points outsidethe 95% Highest Density Interval (HDI). There are twosteady-states zones and a transition zone could beidentified in the interval [35 – 45] which is the one thataccumulates 95% of the probability density. Being 37and 42 the most likely options.
These results are consistent with the reality because,although there was no particular event (known) aroundthe time of video 37, there was indeed a big change in
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the video 42, which was a Host change in the channel.
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