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Abstract 
This paper introduces the importance of creating models to evaluate the value of data regarding their potential to extract 
information to identify human behaviors, attitudes, and characteristics. This is just a preliminary overview on this potential and 
consider that in the future, these values could become parts of the assets of companies if properly acquired and processed in order 
to respect all regulations and all rights of all the parties.  
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1. Introduction 

The current times are defined as the Age of 
Information; therefore, in this first decades of the third 
millennium, we are dealing primarily with data: big 
data extracted in digital forms directly by sensor grid, 
heterogeneous networks, media, socials, IoT/IIoT 
(Internet of Things, Industrial Internet of Things), 
Digitalization of Companies & Society, etc. 

Data by themselves are often full of inconsistencies, 
the sets are usually incomplete, and their volatility 
could lead to quick obsolescence; therefore, our 
capability to process them by new intelligent systems 
thanks to advances in computational power, 
connectivity, and interoperability is an order of 
magnitude higher than 20 years ago, providing us the 
possibility to transform these Data in quantifiable 
value (Bughin et al.,2010). The authors in this paper 

introduce the concept that these data could be 
evaluated as Economic Assets for the Companies based 
on their potential to create value. This value relies on 
the advanced use of innovative architectures based on 
Modeling, Simulation, Artificial Intelligence (AI) & 
Data Analytics. This approach is the basis for Strategic 
Engineering, the new fast-evolving discipline that 
aims to combine these techniques in a closed loop with 
actual data to support decisions (Bruzzone et al., 2018). 

The adverse effects of Data in terms of economic 
value have been already extensively investigated 
concerning the cyber layers and their vulnerability 
(Poyraz et al., 2020); in fact, now it turns out that it is 
possible also to consider positively specific sets of data 
and evaluate them as tangible assets and resources that 
could increase the value of a company based on their 
potential (Cavanillas et al., 2016). This paper addresses 
these issues in respect of the finance sector. 
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2. Data as Asset with a Value such as a Mine 
The concept of considering data as valuable assets is 
well known and even emerging as a significant concept 
in recent times (Leonelli 2019). Nowadays, this is the 
result of having the capability to process these big data 
by AI (Artificial Intelligence) to extract meaningful 
information corresponding to the actual value. The 
concepts on this aspect have been investigated even in 
the past. Therefore, the digitalization of the Company 
and Society is offering the possibility to access in a 
more straightforward, affordable, and quick way a 
large quantity of data, enabling possibilities that before 
were not sustainable. So, we can consider the value of 
this data similar to the value of a mine of iron ore, or 
gold ore, that could allow us to extract and process it, 
up to producing steel bars or pure ingots.  The value of 
such data relies on the quality of the source and in our 
capability to discriminate between gold and iron, as 
well as on our capability to extract, refine and generate 
valuable information. 

In this sense, it is evident that the economic 
quantification of these data is strongly related to their 
capability to be effectively used by artificial intelligence 
solutions to create value in terms of usable knowledge 
and support to critical decisions.  

For instance, this paper considers financial 
intermediaries companies involved in the sale and 
management of investment products. Special attention 
in this paper is devoted to using data from video 
recordings of clients also used as a digital signature of 
the agreements, negotiations, and data about financial 
transactions and customer profiles over time and in 
different areas. 

From this point of view, it is crucial to outline that 
the three significant kinds of data profiling are usually 
considered: structure discovery, content discovery, and 
relationship discovery (Bhardway  & Long, 2021) 

The structure discovery, or structure analysis, 
focuses on validating data in terms of consistency and 
format and relies on many different methods, 
including pattern matching; this analysis also obtains 
simple basic statistics over the data and their 
confidence bands. Vice versa, the content discovery is 
concentrated on a close look at the individual database 
elements to check data quality; for instance, missing 
data, null values, and incorrect numbers present in the 
database are essential to clean it and avoid adverse 
effects while feeding Machine Learning. 

Also, relationship discovery is crucial because it 
involves the analysis of cross relations between the 
different data sets, usually by creating metadata 
analysis devoted to tracking critical relationships 
between data and identifying potential overlaps and 
misalignments. 

In addition, it makes sense to point out that in 
finance and trading, one advantage could be obtained 
by adequately understanding the profile of the 

counterparts; such an understanding could be achieved 
by modeling human behavior in respect of decisions 
and negotiation. These models could be used 
anonymously to identify guidelines to focus on the 
most promising investors and to adapt at the same time 
the products to their needs. Obviously, at the same 
time, valuable data refers to the classification by 
behaviors, features, and attitudes in order to direct 
different marketing and business actions. Last but not 
least, it is evident that these data, in a more trivial way, 
are ready for carrying out individual profiling for 
multiple uses within and outside the financial sector. 
About this last aspect, there is complex evolution and 
onerous regulations on privacy around the globe that 
suggest high risks related to considering the 
exploitation of these aspects (Williams, 2017; Wimmer 
2018; Mavriki & Karyda, 2018; Aridor et al., 2020; Aho & 
Duffield, 2020; Nicola & Pollicino, 2020). Therefore, 
despite the value of extracting information about his 
health, fashion preferences, interests from a video of a 
multi-millionaire, the terms of use of these data should 
be structured appropriately by experts. At the same 
time, potential critical changes could occur in the short 
term. Due to these reasons and considering that this 
aspect has been already investigated (Nemitz, 2018; 
Isaak & Hanna 2018; Ploug & Holm, 2021), in this paper, 
we do not consider too much this aspect, even if the 
extraction of this information could be essential to 
classify behaviors and attitude anonymously, creating 
generic profiles as well as symptoms that could lead to 
measure a favorable/adverse reactions respect 
investment types, proposals, and market evolution. 

3. Human Behavior & Profiling Attitudes 
Human behavior, even on fundamental decisions such 
as how to dress for a meeting, what App to use to 
address (e.g., urban car traffic, restaurants), is 
characterized by a personal touch, and it is not only an 
individual or a person, but corresponds even to his or 
her current emotional status, stress level, goals & aims 
(Pantic & Rothkrantz,2004; Achara et al., 2015; Sjöberg 
et al. 2016). The combination of a few of these elements 
often allows the identification of the main 
characteristics of a person with high validity. For 
instance, by aggregating the features extracted from 
smartphone data, it is possible to classify the Big-Five 
personality traits (extraversion, agreeableness, 
conscientiousness, neuroticism, and openness to 
experience). Supervised learning can achieve quite 
good reliability (~75%) on these estimates 
(Chittaranjan et al., 2011). 

Indeed there is solid literature regarding the use of 
different methods to finalize profiling of persons based 
on the texts and words, and it is possible to combine 
language use with personality traits and emotions and 
attitudes (Pennebaker et al., 2003); even the essential 
selection of words, verbs, prepositions, and 
determiners provides clues able to allow one to 
discriminate a person in terms of age, gender and 
condition (Schler et al., 2006; Rangel & Rosso 2016). 
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Nowadays, this analysis could be combined with speech 
recognition to create a compelling speaker profile in a 
video (Saha 2017). 

We know, as humans, how to recognize emotions by 
facial expression; indeed, studies are dating back two 
decades for developing computer systems able to 
obtain high validity in this analysis of images based on 
facial muscle actions, and machine learning is further 
reinforcing this aspect (De Silva et al., 1997; 
Wingenbach et al., 2016, Abdulsalam et al., 2019) 

There is exciting research about how negotiation 
and emotions could be crossed in order to support this 
process(Broekens et al., 2010); indeed, decision making 
is influenced not only by rational analysis but also by 
current status, stress, and emotions as well as by the 
background and attitude of the parties. In this sense, 
some potential models could develop a negotiation 
support system; obviously, it is fundamental to have 
valid data related to the specific subject and negotiation 
of interest (Kaya & Schoop, 2019). 

This means that in the future, it could be strategic to 
develop data sets to train and update the correlations 
on emotional and rational negotiation to train 
intelligent systems as currently, we train people 
devoted to carrying out this task. In order to do that, it 
is crucial to identify the capability of some data set to 
support human behavior modeling in a broad sense 
(Maler et al.,2020). 

Working on large data sets, it could be possible to 
extract essential indicators on behaviors from different 
sources; for instance, the history of individual data on 
smartphone use, in terms of number of calls, intensity 
over periods, durations of conversation, contact 
network, and mobility, allows for the classification of 
the socioeconomic status; in this way, it  becomes 
possible to predict attributes for millions of people and 
their attitude to move and their expenses and 
investments (Blumenstock et al., 2015) 

Therefore, it is interesting to outline that even in a 
limited data set, for instance, 26 couples living within a 
community for over one year, their social behavior 
could be evaluated in direct interactions by 
smartphones such as Bluetooth (face-to-face), 
messages calls, and messages phone class. These logs 
enable one to predict the behavior of these families 
with respect to expenses, in terms of propensity to 
explore the new business, customer fidelity, and 
overspending (Singh et al., 2013) 

In addition, by using multiple data sources from 
video, it is possible to analyze it over time to extract 
information even if confidential information, for 
instance, estimating the flow of blood and how it fills 
the face as well as small motions that lead to 
understanding the stress level and emotional status of 
a subject (Sottilare & Proctor 2012; Wu et al.  2012). 
Indeed, today, it could be even considered possible to 
be able to carry out eye tracking to evaluate the 
reasoning and the attitude of a subject by using 

introductory video like that one provided by 
smartphones that are used during the financial 
transaction related to this case (Kafka et al., 2016) 

4. Case Study 
Based on the consideration mentioned above, there is 
an opportunity to valorize the data as new Financial 
Assets for Companies. Indeed, new opportunities could 
come to identify symptoms of a specific attitude or 
preference that could improve the finalization of deals. 

Usually, these achievements are strongly related to 
the quantity of data and proper profiling of people; in 
this sense, the use of video during negotiation and 
deals extracting features and critical indicators based 
on observations cross-references with other individual 
data and boundary conditions could lead to creating 
value by Data Fusion & Machine Learning. This process 
should be able to fine-tune, dynamically Human 
Behavior Models to be used on only on the specific 
person but even to extract  

As anticipated, the proposed case focuses on 
Financial Deals with investors that finalize actions 
from 100k USD up to a few Million. 

This investment is related to Financial Products and 
results pretty fast being finalized, usually within less 
than an hour, potentially with multiple meetings; so, 
the capability to classify behaviors, attitudes, and 
identify symptoms of preferences relies on the promise 
of global, comprehensive, readily available data.  

In principle, the combination of robust analytical 
methods with big data can support extraction of 
indicators to be used anonymously for being exploited 
too many potential users, reversing the usual formula 
to use an extensive data set for good profiling of a single 
individual and leading to the profiling of behavior 
models to be used on many deals by many users. 

We mention that in our case, the data include videos 
of the deal; from this point of view, researchers confirm 
that subjects also engaged in basic economic games, 
pay great attention to the opponent's face (Rossi, Fasel 
& Sanfey, 2011). Indeed, in this case, the analysis 
demonstrated that the face of a decision-maker 
focusing on a  deal contains valuable information for 
defining a winning strategy by modeling facial 
expressions of subjects and recording data over 60 
participants, and extracting automatically key 
parameters temporal evolution (e.g., head pitch, yaw, 
and roll); the experimentation was aiming to predict 
the opponent's decision between offer and decision on 
the game and achieved an accuracy of 0.66 (chance = 
0.50) in predicting decisions. 

Laney and Crowley-Sweet respect Highways 
England consider that every 2 pounds of physical 
assets, the company could evaluate up to 1 pound of 
data assets. 

Indeed, in order to create value from these data, it is 
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required that the people understand their strategic 
value and manage them and the related ICT systems 
correctly (Crowley-Sweet 2021; Laney et al. 2021); 
similarly, the free access to personal web cameras on a 
laptop and related captured data for one month to be 
used freely has been evaluating equivalent to 1000 
USD/month per person (Bloor, 2020). Recent 
researches have estimated a much more detailed set of 
tables related to data costs and reported in tables 1, 2, 3 
(Steel, 2020). In general, it is crucial to define the 
procedure to evaluate the data value  (Sengupta & Rusli, 
2012; Bataineh et al., 2016; Spiekermann et al. 2017; 
 

 
Table 1. Data Cost vs. Age                         Table 2. Data Cost vs. Ethnicity 

 

 
Table 3. Data Cost vs. Incomes 

 

Investors have specific Attitudes on Risks, Business, 
and Behaviors we can perceive in terms of voice, tone, 
movements, expression, words to be cross related by 
using Machine Learning over the indicators extracted 
from video, audio, personal profile, synchronized notes 
by experts, history of transactions/deals and specific 
ongoing negotiation as proposed in figure 1. In these 
cases, it is usual to evaluate available data by 
fuzzification to extract the values of membership 
functions respect the indicators devoted to estimating 
the different parameters (Mandryk & Atkins, 2007; 
Chakraborty et al., 2009, Abdelhedi et al., 2016). 

 
Figure 1.  Data Sources & Behaviors 

Based on these considerations, the availability of 
videos for significant investors could represent a value 
that could be regulated by the simplified relationship: 

𝑉𝑑 = 𝐼𝐵𝑣𝑓 + 𝐺𝐵𝑣𝑓 + 𝐼𝑃𝑣𝑓 + 𝐺𝑃𝑣𝑓 

𝐼𝐵𝑣𝑓 = 𝑘!" ∙ 𝐼𝐵𝑣 -𝑐𝐼𝐵# −
(1 − 𝑐𝐼𝐵#) ∙ log	(𝑠𝑎 + 10)

cIB$ ∙ (sa + 1)
	? 

𝐺𝐵𝑣𝑓 = 𝑘!" ∙ 𝐺𝐵𝑣 -𝑐𝐺𝐵# −
(1 − 𝑐𝐺𝐵#) ∙ log	(𝑠𝑎 + 10)

cGB$ ∙ (sa + 1)
	? 

𝐼𝑃𝑣𝑓 = 𝑘!" ∙ 𝐼𝑃𝑣 -𝑐𝐼𝑃# −
(1 − 𝑐𝐼𝑃#) ∙ log	(𝑠𝑎 + 10)

cIP$ ∙ (sa + 1)
	? 

𝐼𝑃𝑣𝑓 = 𝑘!" ∙ 𝐺𝑃𝑣 -𝑐𝐺𝑃# −
(1 − 𝑐𝐼𝑃#) ∙ log	(𝑠𝑎 + 10)

cGP$ ∙ (sa + 1)
	? 

IBv Value of acquiring knowledge on the Individual 
Behavior for supporting future Financial Deals 
with the subject  

GBv Value of acquiring knowledge on the Generalized 
Behavior for supporting future Financial Deals 
with potential customers 

IPv Value of acquiring knowledge on the Individual 
Profiling for targeting various products/services 
on the subject  

GPv Generalized Profiling for identification of 
potential customers for targeting various 
products/service 

IPvf Final Asymptotic value for Individual Behavior  

GBvf Final Asymptotic value for Generalized Behavior  

IPvf Final Asymptotic value for Individual Profiling 

GPvf Final Asymptotic value for Generalized Behavior   

cXX0 Initial value in terms of percentage respect XX 
(i.e., IB, GB, IP, GP)  

cXXa speed in reaching the final asymptotic value 

ki Corrective factor for the i-th specific element 

sa saturation of data measuring the coverage of the 
available data set to respect that is supposed to 
obtain the total value just when reaching +oo 

As already mentioned, we suggest using zero for kip 
in order to reduce risks related to privacy; so the 
residual values could be estimated as follows: 

𝐺𝐵𝑣 = B𝑁𝐺𝐵%

&!"

%'(

∙ 𝑒𝑓𝐺𝐵% ∙ 𝑎𝐺𝐵𝐵𝑉% ∙ 𝑝𝐺𝐵𝐵𝑀% 

𝐺𝑃𝑣 = B𝑁𝐺𝑃%

&!#

%'(

∙ 𝑒𝑓𝐺𝑃% ∙ 𝑎𝐺𝑃𝐵𝑉% ∙ 𝑝𝐺𝑃𝐵𝑀% 

𝐼𝐵𝑣 = 𝑁𝐼B𝑒𝑓𝐼𝑃 ∙ 𝑎𝐼𝑃𝐵𝑉%

&!#

%'( %

 

 

NGBj j-th quantity of potential customers for j-th 
business related to Generalized Behavior 

NGPj j-th quantity of potential customers for j-th 
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business related to Generalized Profiling 

NI number of internal recorder subjects  

efGBj efficiency in percentage for improving the j-th 
business related to Generalized Behavior 

efGPj efficiency in percentage for improving the j-th 
business related to Generalized Profiling 

efIPj efficiency in percentage for improving the j-th 
business related to the Individual Profiling 

aGBBVj Average Value of the j-th business related to a 
person in terms of the Generalized Behavior 

aGPBVj Average Value of the j-th business related to a 
person in terms of the Generalized Profiling 

aIPBVj Average Value of the j-th business related to 
the subject in terms of the Generalized 
Profiling 

pGBBMj Penetration on the market for the j-th business 
for the Generalized Behavior 

pGPBMj Penetration on the market for the j-th business  
for the Generalized Profiling 

The quantification of NXX, aXXBV, and pXXBM could 
be attributed to specific business sectors; for instance, 
the beauty product market, pharmaceutical or 
entertainment; while the estimation efXX is related to 
the capability to extract valuable information from the 
different data sources (i.e., video, audio, transaction 
and deal records, customer profile) that relies on the 
capabilities of the proposed architecture. To provide an 
example in case, we could achieve a 60%  efficiency in 
identifying interest in the high-end jewelry market of 
the investors recorded in this case and keeping to zero 
kip; we can estimate one of these elements such as 
jewelry in the USA as jw (US Census, 2016; Jeffay, 2017). 

For instance, the aGBBMjw could be evaluated 
equivalent to 7285 USD/year per person (over 70k USD 
annual incomes) and correspond to a market of around 
58 million people corresponding to 41bUSD; while 
moving up to high and medium jewelry, the estimate of 
the aGBBMjw · pGBBMjw turns to correspond around to 
USD 6 Bn in the USA. This means that if by data we can 
improve 1% sales on the wealthy customers, we have a 
value of around 60 MUSD as improvement of the 
existing market, while the potential to the growth of 
1o/oo of jewelry expenditure could extend the market of 
41m USD. Considering the reliability of just 30% that 
could be pretty conservative, these data could have a 
total impact on this single business of around 30m 
USD/year. So, it turns evident that the value should be 
considered the value of corrective factors properly. In 
the specific case, the limited data is partially 
compensated by fitting high investors as potential 
customers for these products. Therefore the value 
proposed to represent, corrected by kGB and kGP, the 
asymptotic value for these data as assets; 
experimentation in using this information and 
measuring business revenues could provide not only a 

more effective estimation on their value but also to 
create models that could correspond to the estimation 
of their evolution based on the extension of the data set. 

5. Conclusions 
The proposed investigation represents the first step 
forward to identify and develop new methodologies for 
evaluating the potential of Data in different areas to 
transform them into tangible financial assets for 
Companies operating within particular sectors. It is 
evident that if the data number is small, there is an 
evident limited statistical value. Therefore, introducing 
these concepts and evaluations could further extend 
the data set and fuse different types and sources to 
increase the corresponding value. In this case, the 
analysis suggests that it could be possible to reuse 
experiences applied in other fields to create deductive 
capabilities even from relatively small quantities of 
data. 
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