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Abstract

Early detection of breast cancer is crucial in the treatment of this desease, as the principal diagnoses tool mammography
imaging is employed due to its no-invasive form. In this paper, a Computer-Aided Detection System (CADx) is presented for
the analysis of digital mammogram images. The methods used in the proposed CAD system are Transfer Learning, Support
Vector Machine as Classifier, and Feature Reduction based on Principal Component Analysis. The system has demonstrated
improved performance in comparison with state-of-the-art methods in terms of quality metrics such as Accuracy, Specificity,

Sensibility, and F1-Score.
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1. Introduction

Cancer is the name given to various diseases related to
the excessive growth of cells caused by the damage in
the reproduction cycle of cells. This alteration is caused
by different factors such as lifestyle, environmental
or hereditary, driving to the formation of a mass
commonly referred to as tumour or neoplasm. These
masses belong to two principal types, malignant or
benign (de Cancerologia (INCan) Secretaria de Salud
Gobierno de México; USA.gov).

The benign tumours grow at a non-accelerated
rate. Additionally, they do not spread or infiltrate
neighbouring tissues. On the other hand, malignant
tumours can spread to nearby tissues or invade through
the lymphatic and circulatory systems, creating new
tumours in different parts of the body. Usually, when
these tumours are extracted, they can reappear in
the same place as a difference from the benign ones,

which they do not reappear.

Breast cancer is one of the deadly diseases that af-
fect women in Mexico and around the World. According
to the World Health Organization (WHO) (OMS/OPS),
every year: 1.38 million new cases are detected and
458,000 die from this disease. In Mexico, it represents
the leading cause of death in women for every 100000
women diagnosed, 17 die due to complications related
(INEGI). Therefore, the importance of early detection
could help to eradicate this disease (de Salud Publica).

The imaging studies allow the physicians to make
an early diagnosis of Breast cancer based on the percep-
tual view of the mass aided of a mammography (MG),
which is considered the most practical method to ob-
tain a visual representation of the suspicious area and
is accessible to the general population due to its low
cost and fast acquisition.
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Table 1. BI-RADS System Summary

BI-RADS

Definition Action
Category
Additional imaging evaluation and/or
o Incomplete . - .
comparison to prior mammograms is needed
1 Negative There’s no significant abnormality to report.
5 Benian This is also a negative mammogram result,
9 but the specialist chooses to describe a finding known to be benign.
3 Probably benign finding Follow-up in a short time frame is suggested
4 Suspicious abnormality Biopsy should be considered
5 Highly suggestive of malignancy Appropriate action should be taken
6 Known biopsy-proven malignancy Appropriate action should be taken

If a specialist requires a more detailed analysis of
the suspicious area, complementary imaging studies
are performed such as Ultrasound (US), Computed
Tomography (CT), Magnetic Resonance Imaging (MRI).
If those are inconclusive, a biopsy is performed, where
a portion of breast tissue is extracted to be examined
through histopathological studies to determine the
grade of malignancy Society.

The Breast Imaging Reporting and Data System (BI-
RADS) is a scheme that allows classifying the findings
obtained in an MG image in a standardized way. Allow-
ing to determine if the breast tissue contains any mass
and its type also recognizes the degree of malignancy
or benignity of the lesion. Providing for a non-invasive
diagnosis and therefore the following process to be
established by the specialist for its treatment Aibar
et al. (2011); of Radiology (acr), the categorization of
the BI-RADS system is detailed in Table 1.

Computer Aided Diagnosis (CAD) systems are capable
of performing data processing to assist physicians.
These systems are considered intelligent because they
use feedback to acquire new knowledge and thus im-
prove their performance. Two types of these systems
are considered, those dedicated to the detection of an
anomaly, normally those systems are called Computer
Aided Detection (CADe), or those that are dedicated to
determinate a diagnosis called Computer Aided Diagnosis
(CADx) (Yanase and Triantaphyllou, 2019; Backfrieder
and Zwettler, 2015; Zwettler and Backfrieder, 2014).

A CADx system consists of four main stages:

1. Preprocessing: At this stage, improvements are
made to the image such as contrast adjustments, noise
reduction, among others.

2. Segmentation: In this stage, the anomaly or lesion
to be analyzed should be found, this area is commonly
named the region of interest (ROI).

3. Feature extraction: Based on the region of interest,
features or patterns are extracted to carry out their
subsequent classification. Some of the features are
based on shape, colour, texture, among others.

4. Classification and evaluation: From the extraction
of the established features, at this stage, the system

must be able to determine the outstanding features for
each class, and thus be able to discriminate between
one class or another.

In this work, a CADx System is proposed for the anal-
ysis of mammography images, which classify whether
the image presents a malignant or benign lesion. The
methods used in the proposed CADx system are Trans-
fer Learning, Support Vector Machines (SVM) and the
reduction of features through Principal Component
Analysis (PCA). The system obtained favourable results
compared to state-of-the-art methods using quality
metrics such as Accuracy, Specificity, Sensitivity and F-
Measure.

2. Related Works

Tsochatzidis, et al. (Tsochatzidis et al., 2019) used two
schemes for binary classification (benign and malignant)
of mammographic images. From the manual extraction
of the Region of interest (ROI) of the images obtained
from the DDSM-400 database, then a resizing of the
images is applied. As a feature extractor they used
architectures based on Convolutional Neural Networks
(CNN), such as AlexNet (Krizhevsky et al., 2012), VGG-
16/19 (Simonyan and Zisserman, 2014), ResNet (He
et al.), GoogLeNet (Szegedy et al., 2015a) and Inception-
BN v2 (Szegedy et al., 2015b). In the first scheme, the
classifier is replaced and trained from scratch, and in the
second scheme the classifier is Fine-Tuned , that means
that uses pre-trained weights and in each image those
are updated. The best results were obtained in the
second scheme with the ResNet-101 network resulting
in AUC = 0.859 and Accuracy = 0.785.

Ragab, et al. (Ragab et al., 2019b) proposed a CADx
system using AlexNet architecture based on Convolu-
tional Neural Network attempting to extract features of
the DDSM and CBIS-DDSM databases for binary classifi-
cation of lesions contained in the breast. These authors
extract the ROI manually and through a thresholding
technique based on the value of the pixels in the image.
In the classification stage, they replaced the AlexNet
classifier with a Support Vector Machine classifier. The
best results obtained are: Accuracy = 0.872, AUC = 0.94,
Sensitivity = 0.862, Specificity = 0.877, Precision = 0.88,



Fi1-Measure= 0.871.

Arora, et al. (Arora et al., 2020) proposed a method-
ology using the CBIS-DDSM database to classify
masses as malignant and benign, analyzing 1318 ROI
images contained in this database. They implemented
the following CNN architectures: AlexNet, VGG16,
GoogLeNet, ResNet-18, InceptionResNet (Szegedy
et al., 2017) as feature extractors that are subsequently
concatenated to create a feature vector. Finally, they
use an Artificial Neural Network to classify those features
obtaining Accuracy = 0.88, AUC = 0.88, Precision = 0.85,
Completeness = 0.91.

Lévy, et al. (Lévy and Jain) proposed a CADx sys-
tem based on AlexNet and GoogLeNet CNN architec-
tures, using the DDSM database. Employing the Trans-
fer Learning method and the Data Augmentation tech-
nique, they achieved Accuracy = 0.929 Precision = 0.924
and Completeness = 0.934.

Comparing the aforementioned systems, most of
them use features extracted by a Convolutional Neu-
ral Networks with the help of the Transfer Learn-
ing technique based on state-of-the-art architectures
(Krizhevsky et al., 2012; Simonyan and Zisserman, 2014;
He et al.; Szegedy et al., 2015a,b, 2017) used for the clas-
sification of Imagenet task (Russakovsky et al., 2015).
However, the principal drawback of these methods is
the manual extraction of the Region of Interest, which
is detrimental to the evaluation of the systems because
the knowledge of a specialist is required to determine
this region.

3. Methodology
3.1. Proposed CADx

The proposed CADx system is illustrated in Fig. fig:bd1.
In the first instance, the mammographic image is seg-
mented manually, eliminating artefacts such as labels
among others. Subsequently, a Pseudocolour technique
is performed to highlight the parts of greatest interest
contained in the mammographic image. Subsequently,
the features are obtained based on a Convolutional Neu-
ral Network architecture, which was trained for the
Imagenet classification task. Finally, these features are
reduced by the Principal Component Analysis and classi-
fied by a Support Vector Machine. The details of each
stage of the proposed system are described below.

3.2. Preprocessing

3.2.1. Segmentation

Nowadays, obtaining a mammogram image is a fast and
accurate process, however, these images are affected by
artefacts such as labels, medical instrumentation or, in
a specific case, the appearance of the pectoral muscle.
To eliminate these artefacts a manual segmentation
was carried out, preserving as much of the breast area,
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eliminating the aforementioned artefacts (Fig. fig:seg).
This process was performed for all images used in this
work.

3.2.2. Pseudocolour
Pseudo-colouring of greyscale images is a process used
to complement visual information from X-ray images,
improving the detection of perceptual features, struc-
tures or patterns. The principal objective of pseudo-
colour is to exploit the perceptual capabilities of the
Human Visual System (Haindl and Remes, 2019; Haindl,
2019; Mery and Saavedra, 2020). In this work, a pseu-
docolour method is applied, improving the image of
the lesion denoted by Im(x,y), obtained in the previous
step.

The pseudocolour operation of the lesion image
Im(x,y) is based on the equations:

R(x,y) = |sin <27r (% + g)) , (1)
G(x,y) = |sin <27r (Imz(’s"sy) + 2)) , (2)
B(x,y) = |sin (27[ (’mz(;‘;” + g)) , 3)




58 | 10th International Workshop on Innovative Simulation for Healthcare, IWISH 2021

Pseudocolor *
Phase

Figure 1. Block diagram of the implemented CADx system.
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Figure 2. Results of the segmentation stage: a) Original Image b) Re-
gion of interest

Finally, the previous images are concatenated to
generate the final image I(x,y) as:

Ip(x,y) = [R(x,y), G(x,y), B(x,y)]. (4)

3.3. Feature Extraction

3.3.1. Convolutional Neural Network

Convolutional Neural Network (CNN) is a Deep Learning
method that consists of two generic blocks: the con-
volutional block, where the convolutional layers, the
pooling layers and the proposed activation functions
are found, followed by the classification block, which
consists of an Artificial Neural Network differentiat-
ing the features obtained in the convolutional block.
Normally the first layers of a CNN can detect basic fea-
tures such as circles, lines or edges and the deeper ones,
should detect complex and specific patterns for each
class (Albawi, 2017).

3.3.2. Transfer Learning

Transfer Learning is a Machine Learning technique
where a model used to solve a given task is reused
to solve a specific task (Yosinski et al., 2014; Pan and
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Yang, 2010; Weiss et al.). Commonly this technique is
used in schemes based on Deep Learning due to the
large amount of data required to train these methods
from scratch, which is the main problem using these
methods. Applying this technique allows developing
models in such a way that they are accurate and fast.
Two strategies should be considered when using this
technique from a pre-trained model: The Fine-Tuning
and the use of the model as Feature Extractor.

The Fine-Tuning of a model involves retraining it
from a specific convolutional layer or convolutional
block and replacing its classifier with one that fits a
specific task, so this method adjusts the model to the
new information that is provided.

Setting the model as a Feature Extractor involves
removing the classification block and keeping the last
convolutional layer of the model to obtain the features
that the model identifies for each class before being
classified. These features should be considered generic
due to the model to detect them based on their knowl-
edge of a similar task. Finally, to classify these features,
a classifier suitable for this specific task must be used
(see Fig. 4)

In this work, we employ the Feature Extraction
method based on the NasNet (Zoph et al., 2018) archi-
tecture, which was trained in the ILSVRC (Russakovsky
et al., 2015) classification task.

3.3.3. NASNet

NASNet is a Convolutional Neural Network architec-
ture proposed by Zoph et al. (Zoph et al., 2018), for the
CIFAR-10 database and latter modified for ILSVRC (Rus-
sakovsky et al., 2015) obtaining 82.7% Accuracy. This
architecture contains two types of cells called normal
and reduction cells. Normal cells contain convolutional
operations, which return a feature map of the same
dimension, while in the reduction cell, the feature map
is reduced by a factor of two, reducing the width and
height of the feature map obtained. In this study, the
architecture NASNet — A4@64 is used where the first
number (4) is the number of cells that are stacked and
the second (64) indicates the number of filters located
in the penultimate layer of the network finally getting
4032 features.
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Figure 3. Results of the segmentation stage: a) Image generated from the equation 1 b) Image generated from the equation 2 c) Image generated

from from the equation 3 d) Image generated from the equation 4
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Figure 4. Conceptual view of Transfer of Learning.
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Figure 5. Block diagram of the Convolutional NASNet architecture.

3.3.4. Grad-CAM

Proposed by Selvaraju et al. (Selvaraju et al., 2017)
allows visualizing the most relevant features of the
Convolutional Neural Network after predicting an im-
age. This method obtains the visual representation of
the most salient regions involved in the classification
phase, using the gradients of the last convolutional
layer. This work employs this method to ensure that
the architecture detects the extracted features belong-
ing to the ROL.

Target Model

Specific Task

3.4. Feature Reduction

After extracting the deep features, it is necessary to
reduce the number of them since a large number in-
creases the computation time to make a prediction.
To solve this problem the Principal Component Analysis
(PCA) is used.

Principal Component Analysis is the statistical
method used to transform a p-dimensions dataset
into another q-dimensions dataset called components,
projecting the original vector to a lower dimension
(de Oliveira et al., 2010).

PCA is used to obtain the optimal attributes for the
classification stage where the advantages are in avoid-
ing of overfitting and, also it can improve the accuracy
in the prediction (Ragab et al., 2019a).

The steps used in the principal components algo-
rithm are:

- Normalize each characteristic in the dataset with a
mean equal to zero and its unit variance.

+ Get the covariance matrix of the training dataset.

+ Obtain the Eigenvalues and Eigenvectors from the co-
variance matrix, where the Eigenvectors will provide
us with the directions of the Principal Components.



60 | 10t International Workshop on Innovative Simulation for Healthcare, IWISH 2021

(@ (b)

(c)

Figure 6. Results of the visualization stage by Grad-CAM: a) Original Image, b) Activation Map obtained by Grad-CAM, c) Interpolation of the

image a) and b).

- Project the data in the test data set to the address of
the training dataset PCs.

After applying a variation of the Recursive Feature
Elimination technique, which is a wrapper-style fea-
ture selection algorithm. It works by searching for a
subset of features starting with all features and removes
them until the desired number remains. In this work,
instead of features, we reduce the number of compo-
nents, obtaining the optimal number of components is

404.

3.5. Classifier

The classifier used in this work is the Support Vector Ma-
chine, which belongs to the supervised machine learn-
ing techniques. It is based on the concept of the deci-
sion planes, where a set of points, who represent the
classes, shall be separated by a hyperplane (Cortes and
Vapnik, 1995).

In many cases, the dataset cannot be separated by a
hyperplane, so a function called kernel should be used.
Commonly used kernels are the Linear, Polynomial,
Radial Base Function (RBF), the latter assigns the orig-
inal data to a new identity space, in which separability
between classes can be found. In the present work, an
SVM with RBF kernel is implemented with parameters
C=t1andy = &}

#features :

4. Experimental Results

The described method was performed in the
Google®Collaboratory platform based on Linux Opera-
tive System with 12 GB of RAM and an Nvidia®Tesla
K80 GPU with 12 GB VRAM, Python 3.7 with Keras
(Chollet et al., 2015), Scikit-learn (Pedregosa et al.,
2011) and TensorFlow (Abadi et al., 2015) libraries were
used.

4.1. Databases
In this work, two public datasets were used, which are
described below:

Dataset CBIS-DDSM (Curated Breast Imaging Subset
of DDSM) has 2,620 mammography studies. It contains
normal, benign and malignant cases with pathological
information verified by specialists. The images are in
the DICOM format. Images containing mass lesions
were used for this work. The number of Images used
from the CBIS-DDSM database is shown in Table 2.

Table 2. Number of images contained in the CBIS-DDSM database

Database cases Number of Images
Benign for Training 370
Malignant for Training 341
Benign for 121
Test
Malignant for 80
Test
Total 997

UIC Dataset contains 286 images, obtained retrospec-
tively within a Protocol approved by the Review Board
of the University of Chicago Medical Center. These
images (Table 3) are in greyscale and PNG format
(at Chicago (UIC)).

Table 3. Number of images contained in the UIC database

Database cases | Number of Images
Benign 111
Malignant 175
Total 286

4.2. Quality Criteria

To evaluate the performance of the proposed system
we use the following quality metrics:

Accuracy is the total number of correct predictions



among the total number of samples, the precision is
given by:

tp +tn

(5)

Rate of true positives or Sensitivity is the number of
positive cases that were correctly predicted as positive
with respect to all positive cases calculated as:

P (6)

Sensibility = b+

Rate of true negatives or Specificity is the number of
negative cases that were correctly predicted as negative
with respect to all negative cases calculated as:

g tn
S ty = .
pecificity = - "o 7
Precision is the number of correct positive results
divided by the number of positive results predicted by
the classifier.

. tp
Precision = . (8)
tp+fp

F1-Measure characterizes the harmonic mean be-
tween precision and Sensitivity.

- 2tp

1_2tp+]"p+fn' 9

Furthermore, in the classification task, the results
can be expressed in a matrix called Confusion Matrix,
which contains the following information: the classes
of the dataset and the total number of elements.
Additionally describes the performance of the classi-
fication model where the number of cases that the
model correctly predicts the positive class are the true
positives (tp), the number of cases that the model
correctly predicts for the negative class are the true
negatives (tn), the number of cases which the model
incorrectly predicts for the positive class is the false
positives (fp) and finally, the false negatives (fn) is the
number of cases that the model incorrectly predicts
the negative class.

In Fig. 7, a) the confusion matrix of the results
obtained using the DDSM dataset is shown, in addition
where the following metrics were obtained: Accuracy =
0.88, Sensitivity = 0.88, Specificity = 0.87, Precision =
0.87, and a F1-Measure = 0.87. In addition, the curve
Area Under the Curve (AUC) was obtained obtaining a
value of 0.94. (see Fig. 7)

For validation of results, the K-fold technique was
used, which is a common technique to evaluate the sys-
tem. Here, the data set is divided into k-splits, and the
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classifier is trained using K - 1 divisions to estimate an
error value, which is the average of the errors made in
each division where the classifier was evaluated. In Fig.
8, the Receiver Operating Characteristic is presented for
the DDSM database evaluated with the K-fold validation
technique where, the system shows a AUC = 0.97.

Moreover, the system was tested in the UIC database,
where achieves an Accuracy = 0.97, Sensitivity = 0.97,
Specificity = 0.97, Precision = 0.97 and AUC = 0.97 and
for k-fold validation shows an AUC = 0.83 showing the
robustness of the proposed model on different mam-
mography databases.

In table 4 shows that our system achieves better per-
formance compared to the methods found in the state
of the art. From our point of view, this is due to three
main factors: is the use of pseudocolour to exploit the
attributes of Convolutional Neural Networks, second
the use of the NASNet network as a feature extractor
and its correct detection in the ROI, visualized by the
Grad-CAM algorithm, and finally, the reduction of fea-
tures obtained from the principal component analysis.

5. Conclusions

In this work, the design of a CADx system for the classi-
fication of breast cancer in mammography images was
presented, where a Pseudocolour technique based on
Sine function was employed to enhance the perceptual
information of the Feature Extraction method based on
Convolutional Neural Networks.

By evaluating this method using the quality met-
rics we obtained Accuracy = 0.88, Sensitivity = 0.88,
Specificity = 0.87, Precision = 0.87 and AUC = 0.94 for
the DDSM data set . In addition, to check the robustness
of the novel method, we proceeded to classify another
set of data, such as the UIC, achieving Accuracy = 0.97,
Sensitivity = 0.97, Specificity = 0.97, Precision = 0.97
F1 - Measure = 0.97 and AUC = 0.97, which are competi-
tive with the methods found in the state-of-the-art for
classification of lesions from mammography images.

A possible limitation of the proposed method is the
aggregation of new data and their nature, for example,
if a physician requires to examine an image with a dif-
ferent view (obliques or horizontal) the system should
be retrained, therefore, needs for a vast quantity of
images with the same view for the training process.
The same limitation applies if the physician requires to
add a lesion or any medical condition not established
in this work.

As future work consists of the development of a
CADx system approach employing a Convolutional Neu-
ral Network trained from scratch to determine the BI-
RADS stage where a breast lesion belongs and the imple-
mentation of those systems in public health hospitals.
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Figure 7. Results of the proposed CADx system: a) Confusion matrix, b) Area under the curve.

Table 4. Comparison with the state of the art.

Tsochatzidis et al. (2019)  Ragab et al. (2019b)  Arora et al. (2020)  Lévy and Jain Prol;‘;ssiglﬁADx
Dataset DDSM-400 DDSM DDSM DDSM DDSM UIC AVG
Accuracy 0.78 0.872 0.88 0.929 0.88 0.97 0.92
Sensibility N/A 0.862 0.91 0.934 0.88 0.97 0.92
Specificity N/A 0.877 N/A N/A 0.87 0.97 0.92
Precision N/A 0.88 0.85 0.924 0.87 0.97 0.92
F1-Measure N/A 0.871 N/A N/A 0.87 0.97 0.92
AUC 0.859 0.94 0.88 N/A 0.94 0.97 0.95
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Figure 8. K-fold for the DDSM database with k = 5.
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