
Identification of Similarities and Clusters of Bread Baking
Recipes Based on Data of Ingredients
Stefan Anlauf1,2,*, Melanie Lasslberger1, Rudolf Grassmann3, JohannesHimmelbauer4 and Stephan Winkler1,2
1University of Applied Sciences Upper Austria, Bioinformatics, Softwarepark 11, 4232 Hagenberg, Austria2Johannes Keppler Universität, Computer Science, Altenberger Straße 69, 4040 Linz, Austria3backaldrin International The Kornspitz Company GmbH, Kornspitzstraße 1, 4481 Asten, Austria4Software Competence Center Hagenberg, Softwarepark 32a, 4232 Hagenberg, Austria
*Corresponding author. Email address: stefan.anlauf@fh-hagenberg.at

Abstract
We define the similarity of bakery recipes and identify groups of similar recipes using different clustering algorithms. Our analyses arebased on the relative amounts of ingredients included in the recipes. We use different clustering algorithms to find the optimal clustersfor all recipes, namely k-means, k-medoid, and hierarchical clustering. In addition to standard similarity measures we define asimilarity measure using the logarithm of the original data to reduce the impact of raw materials that are used in large quantities.Clustering recipes based on their ingredients can improve the search for similar recipes and therefore help with the time-consumingprocess of developing new recipes. Using the k-medoid method, we can separate 1271 recipes into six different clusters. We visualizeour results via dendrograms that represent the hierarchical separation of the recipes into individual groups and sub-groups.
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1. Introduction and Overview

When developing new baking recipes, bakers never startat zero. In most cases, they use existing baking recipesand slightly change them. The most time-consuming partis to find those recipes that are similar to the new ones. Toassist the bakers, our aim is to use different clustering algo-rithms and similarity measures to identify similar recipes.We define several ingredient-based similarity measuresto find the approach that works best.
The literature already provides some approaches to us-ing machine learning with recipes. Su Han et al. describethe process of using different classification methods toidentify the optimal cuisine classification based on the in-gredients of recipes. Furthermore, they want to identify

essential ingredients for a cuisine [Su et al. (2014)]. On thecontrary, Hanna Kicherer et al. describe the idea of classi-fying recipes into predefined classes based on the textualdata from social media recipes [Kicherer et al. (2018)].
In contrast to these approaches, our primary goal is tofind the best way to cluster similar baking recipes basedon their ingredients, without any prior knowledge aboutpossible classes of the recipes. Additionally, another goalis not only to find optimal clusters of recipes, but also todefine the best similarity measure to compare two recipes.This shall lead to an improved developing process of newrecipes, as the new recipes are often developed from simi-lar recipes. In addition to that, another goal is to identifythe essential ingredients for baking recipes and those thatcan be easily replaced.
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In Section 2.1 we summarize the data we have collectedand used in this study as well as necessary pre-processingsteps, including the different similarity measures we used.In Section 2.2 we describe the different clustering ap-proaches we used. In Section 3 we summarize and discussthe results of our study, and finally Section 4 concludesthis paper.
2. Methods

This section describes the structure and the processing ofthe data used in our study, and the similarity measuresused for analysing the data are defined. Additionally, themethods used for clustering the data are described.
2.1. Data Base and Data Pre-Processing

The database used to define the similarity of recipes isbased on recipes and the relative amount of ingredients.Thus, each recipe consists of one or more ingredients. Weuse the relative amount of the ingredients to calculate thesimilarity. Table 1 shows the number of recipes and ingre-dients used within this analysis. As Table 1 also indicates,we are not using all the recipes. We removed those recipescontaining missing values, more precisely, those of whichwe do not know all the ingredients. In the end, we use 1271recipes and 981 ingredients for clustering, resulting in a1271 (data samples) x 981 (features) matrix. Examples ofrecipes are white bread, bread roll, pretzel stick, examplesof ingredients are flour, salt, barley.
Table 1. Statistical information about the data

QuantityType
Ingredients 981recipes before data cleaning 1339Recipes after data cleaning 1271

In the following, we will describe the different similar-ity measures we used for the clustering. The measuresexplain how similar two recipes are based on their ingredi-ents. At the project’s current state, we mainly focus on theEuclidean distance, defined as the direct distance betweentwo data points. A data point represents a data samplewith values of all features. For multidimensional space,the following formula (Formula 1) describes the distancebetween two data samples p and q.

d(p, q) =
√√√√ N∑
i=1

(qi – pi)2 (1)

Since some recipes consist of 80% of the same raw ma-terial, almost only this raw material is recognized as sig-nificant by Euclid’s distance. To include this property, weuse the original data and the logarithm of the original data.

We apply the logarithm to each feature before the distancecalculation takes place. To avoid negative numbers afterperforming the logarithm, we add 1 to each feature value.So, if a feature was 0 it is 0 again after calculating the loga-rithm. This has the effect that the small values remain thesame, but the large values lose much of their relevance. Inthe end, we get two different datasets using two differentsimilarity measures.
2.2. Clustering Algorithms

In this section we describe the methods and algorithms tocluster the recipes. We test different clustering algorithmsto find out which one is best suited to find similar recipes.However, since we did not already have a class affiliationfor any of the recipes, we had to resort to unsupervisedlearning methods. Unsupervised learning is a class ofalgorithms, which learn to classify unlabelled data. One ofthe most common unsupervised learning algorithms isthe K-means clustering algorithm [Barlow (1989)]. Weapplied three different clustering algorithms to achievethe optimal combination of clustering algorithm andsimilarity measure. Also, not every clustering algorithmworks with all similarity measures. The followingparagraph explains the used algorithms in more detail:
K-means clustering is an unsupervised learning al-gorithm that groups data points into a fixed number ofclusters (k). At the beginning, define k random clustercentroids and then perform the following two steps:

1. Assign each data point to its nearest cluster centroid.2. Calculate new cluster centroids by the mean of all datapoints of each cluster
These two steps are iterated until the optimal clus-ter centroids are found. In most cases, those cen-troids do not represent actual data points. Therefore,you cannot use a precalculated similarity matrixsince the similarity to the current centroid mustbe calculated iteratively [Sinaga and Yang (2020)].

K-medoids clustering is a very similar algorithm to theK-means clustering. The most significant difference isthat the k defined medoids represent actual data points.After initializing those k medoids randomly, perform thefollowing two steps.
1. Assign each data point to its nearest cluster centroid.2. Calculate new cluster medoids by iterating all pointsin the cluster and choosing the one with the highest simi-larity to all others.
These two steps are iterated until the optimal clustermedoids are found. The advantage of the K-medoidsis that you can use a precalculated similarity matrixsince each medoid is a point from the data, so only thesimilarity of 2 points is needed [Park and Jun (2009)].
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Hierarchical Clustering is also an unsupervised learn-ing algorithm. For the initialization of this algorithm,all points are considered as a separate cluster, which isfollowed by an iterative repetition of the following step:Identify the two most similar clusters and merge them.This is continued until all clusters are merged or k prede-fined clusters are formed. In the end, the algorithm pro-vides a hierarchical order, in which the further down youlook, the more similar the clusters are [Johnson (1967)].
We use the implementations of these methods avail-able in Python (specifically Scikit-learn, which containsimplementations of the different clustering algorithms[Pedregosa et al. (2012)]).

2.3. Presentation of the Results

In this chapter we briefly explain the different methodswe used to represented the results. We use both visual andnumerical representations of the results.
2.3.1. Visual RepresentationOne of the easiest ways to visually represent clusteringis with the help of a dendrogram. A dendrogram can beused to visualize the hierarchical clustering results in atree-like structure, where every leaf is considered as onedata point. Figure 1 shows a simple example of a possibledendrogram. Here, all examples are located on the x-axisand the similarity on the y-axis. The lower the connectionbetween two samples, the more similar they are. In theend, separating into different clusters is defined by addinga horizontal line. Depending on the height of the horizon-tal line, the data gets separated into different amount ofclasses. In Figure 1 separating the data with line A resultsin 2 clusters, separating with line B in 4 clusters [Johnson(1967)]. A dendrogram cannot be used for visualizing theresults of k-medoid or k-means clustering.

Figure 1. An example of a dendrogram after hierarchical clustering, includ-ing two possible cut lines A and B separating the data into different groups.

Besides the hierarchical clustering the other two meth-ods need different approaches to be visually represented,as otherwise, it would not be possible to display data pointswith more than 900 features correctly. Specifically, meth-

ods are required to reduce the number of features to showthe data points in two-dimensional space. To achievethis, the following two methods were used. We use thetwo methods not only individually, but also in combination.
Principal component analysis (PCA) is a methodof multivariate statistics in which a large number ofstatistical variables are approximated by a smaller numberof linear combinations that are as meaningful as possible.One minimises the correlation of multidimensionalfeatures by transferring them into a vector space with anew basis (in our case basis two). The aim is to lose aslittle information as possible, while at the same time re-ducing the amount of features [Abdi and Williams (2010)].
t-distributed stochastic neighbor embedding (t-SNE)is a method, based on stochastic neighbor embedding ,to reduce high-dimensional data into a low-dimensionalspace of two or three dimensions. The t-SNE models eachhigh-dimensional object into a low dimensional base bygrouping similar objects by nearby points [Rogovschi et al.(2017)].

2.3.2. Numerical Features
To evaluate the performance of the different clusteringalgorithms, we use the Davies-Bouldin index. To calcu-lation of the Davies-Bouldin index starts by calculatingtwo measures: the intra-cluster dispersion (S) and thedistance between centroids of clusters (M). Described inthe following two formulas. In Formula 2 T is the numberof samples per cluster, X is the center of a cluster and Tis the amount of samples within a cluster. In Formula 3 Adescribes a cluster centroid.

Si =
 1
Ti

Ti∑
j=1

|Xj – Ai|q


1
q

(2)

Mij = ||Ai – Aj||p (3)
After calculating the two measures have to be combined.This is done by adding the intra-cluster dispersion (S) oftwo clusters, divide by the distance between the clustercentroids (M)., which is described with the following For-mula 4.

Rij = Si + Sj
Mij

(4)
After knowing how similar each cluster is to all oth-ers, the most similar cluster is selected for each cluster(Formula 5).



Rk = maximum(Rij) (5)
In the end, the average the similarity of each clusterwith the cluster most similar to it is calculated (featuredin Formula 6). Here k represents the number of clusters.

DBI(k) = 1
N

N∑
k=1
Rk (6)

The Davies-Bouldin index is the average value of theclosest distances between the different clusters. Thesmaller it is, the better-defined clusters are representedbecause the lower the value is, the lower is the maximumsimilarity for each cluster to the other clusters [Davies andBouldin (1979)].
3. Results and Discussion
This section presents the results of the conducted exper-iments, which is separated into two parts. The first partshows the results using the original data. The second partshows the results using the logarithm of the original databefore performing the clustering.
3.1. Clustering Results Using the Original Data

The first section presents the results using the originaldata. This is the part where the more minor ingredientshave nearly no weighting.Figure 2 shows the best results are achieved with twoor three clusters using the k-medoid algorithm , but sepa-rating only into a few clusters would not help find similarrecipes. As Table 2 shows, the best hierarchical clusteringresults into 98 different clusters, which also does not helpto divide the recipes into similar groups. Also, the dendro-gram in Figure 7 shows that with the original data, no realhierarchical clustering can be done.

Figure 2. Distribution of the Davies-Bouldin index with different values ofk, using the two clustering algorithm with the original data.

Table 2. Best numeric results of the different tested clustering algorithms,using the original data.
clusteringalgorithm Davies-Bouldinindex # clusters clusteringthreshold

98 1352.14hierarchical 8 -1.05k-medoid 12 - -1.5k-means

3.2. Clustering Results Using the Logarithm of the Orig-
inal Data

The second section presents the results using the loga-rithm of the original data. This is the part where the moreminor ingredients get more weighting.

As Table 3 shows, the best results can be achieved usingthe k-medoids with six different clusters or the hierarchi-cal clustering with eleven different clusters. The k-meansalgorithm always performs worse than the other two.
Table 3. Best numeric results of the different tested clustering algorithms,using the logarithm of the original data

clusteringalgorithm Davies-Bouldinindex # clusters clusteringthreshold
3550.69hierarchical 29111.64hierarchical -61.16k-medoid -82.06k-means

Figure 3 shows that not all three used methods performequally well. The best results are achieved with two orthree clusters for all methods, but separating only intotwo clusters would not help find similar recipes. For ex-ample, besides the small cluster amounts, the best Davis-Bouldin index was achieved by the hierarchical clusteringseparating the data only into 5 clusters.

Figure 3. Distribution of the Davies-Bouldin index with different valuesof k, using the three described clustering algorithm with the logarithm ofthe original data.
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Figure 4. 2D representation, using PCA and t-SNE of the best clusteringresult, calculated by using k-medoid and the logarithm of the original data.

To visualize the best results (k=6) of the k-medoid al-gorithm, we had to reduce the dimensions using the pre-viously described methods Principal component analysis(PCA) and t-distributed stochastic neighbor embedding (t-SNE). Figure 4 shows the two-dimensional representationof the result, which shows that most of the six differentcolors are mixed within the Figure. This means that thedimension reduction loses important feature information,leading to an uninformative graphic. However, in order todisplay some of the clustering results graphically, we havecreated some dendrograms for the results of the hierarchi-cal clustering (Figures 5, 6 and 7).

Figure 5. Dendrogram of the best hierarchical clustering result, using the logarithm of the original data (threshold line at 35).

Figure 6. Dendrogram of the best hierarchical clustering result, using the logarithm of the original data (threshold line at 29)

Figure 7. Dendrogram of the best hierarchical clustering result, using the original data (threshold line at 135).



Comparing the dendrograms shown in Figures 5, 6 (us-ing the logarithm of the data) and 7 (using the originaldata), we immediately see that the middle one (Figure 6)looks the most promising, separating the data better intoindividual groups. In addition, the dendrogram showsmany branches very far down, which represents a low dis-tance and thus a high similarity. So Figure 6 separates theclasses far better than the dendrogram in Figure 5, whichputs over 90% of the data points in a single cluster. Figure7, on the other hand, has a lot of recipes that have no simi-larity to all the other recipes, which is shown with all theblue lines that go from the bottom to the top. The y-axis ofthe dendrograms show that the overall Euclidean distanceis far higher using the original data, indicating a worsesimilarity between the recipes.
4. Conclusion and Outlook

In this paper, we have shown that it is possible to identifysimilar baking recipes based on their relative amount ofingredients. We also discussed that transforming the data(using the logarithm of the original data) improves theidentification of similar recipes by decreasing the influ-ence of abundant ingredients like flour. Nevertheless, theidentification is not completely satisfying at the moment;the available data basis is not yet big enough to utilize thefull potential of the here applied methods. As shown in theresults, features preprocessing (using the logarithm of theoriginal data) improved the clustering results. Therefore,we will include a weighting of how relevant different in-gredients are. We also include different definitions of thesimilarity of two recipes, e.g., using the information aboutthe nutrients for the calculation of similar recipes. Ad-ditionally, we will extend this methodology even furtherby including information about different recipes’ sizes,shapes, volumes and tastes.
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